Coupling vegetation organization patterns to soil resource heterogeneity in a central Kenyan dryland using geophysical imagery
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[1] In dryland ecosystems, understanding the effects of heterogeneity in soil moisture and geophysical properties on vegetation structure and dynamics poses a suite of challenging research questions. Heterogeneity in soil depth can affect resource availability and the subsequent organization of woody vegetation, while spatiotemporal variation in soil moisture can reveal important ecohydrological feedbacks that govern the outcome of anthropogenic activities on the organization of dryland vegetation. In this research we investigate two cases of soil resource heterogeneity that affect the organization of dryland vegetation patterns by expanding previous electromagnetic induction (EMI) imaging techniques. In the first case we examine the influence of soil depth as a control on soil resource availability on hillslopes in tree-grass systems in central Kenya. Our results indicate that woody vegetation clumping occurs where soil depth changes, and the deeper rooted Acacia tortilis occurs on deep soils while the drought tolerant Acacia etbaica occurs on shallow soils. In the second case we examine daily patch–interpatch scale moisture dynamics following two different-sized rain events in a degraded landscape. With the aid of a numerical subsurface flow model, EMI, and soil moisture data, we have identified a possible positive feedback mechanism ("soil moisture halo effect") that we believe may have contributed to the proliferation and two-phase pattern formation of a native succulent Sansevieria volkensii in degraded ecosystems of Kenya. By determining how different plants respond to, and modify, the soil environment, we can better understand resource capture and dynamics, which in the longterm will help to develop management strategies.


1. Introduction

[2] Savanna ecosystems, characterized by the codominance of trees and grasses, continue to intrigue scientists in terms of the factors that control their structure and spatial pattern development [Ashjornsen et al., 2011; Bond, 2008; Higgins et al., 2007; Sankaran et al., 2005, 2008; Scholes and Archer, 1997; Tietjen et al., 2010]. Rainfall arriving at the soil surface is partitioned between infiltration and runoff. The spatial distribution of soil texture and topography are physical factors that influence the partitioning and resulting soil moisture distribution patterns. Biotic factors also control soil resource heterogeneity and resource cascades through the landscape. Soil animal communities, such as ants and termites, affect vegetation structure and composition by modifying the subsurface soil characteristics (i.e., porosity, texture, and infiltration rates) [Brody et al., 2010; Darlington, 2005; Fox-Dobbs et al., 2010; Pringle et al., 2010] and above-ground vegetation structure through complex interactions with herbivores [Palmer, 2003]. In addition, individual plants and vegetation patches modify the soil environment [Belsky et al., 1989], changing the partitioning between runoff and infiltration due to the presence of soil biotic crusts, obstruction of surface flow, preferential flow paths along stems and roots, and higher soil organic matter [Belnap and Gillette, 1998; Belsky et al., 1989]. Identifying hydrological, ecological, and pedological mechanisms that determine soil resource patterns [Lin et al., 2006], and understanding which mechanisms are dominant in which areas and at what scales, will help ascertain the appropriate ecohydrological models for understanding system behavior [Borgogno et al., 2009; Kefi et al., 2007; Rietkerk et al., 2002]. Furthermore, developing robust models that can incorporate such mechanisms to accurately predict system response to perturbations is critical for developing management restoration strategies in the longterm [Ludwig et al., 2005; Rietkerk et al., 2004; Scheffer et al., 2009; Turnbull et al., 2008].

[3] A major impediment to identifying different hydrological, ecological, and pedological mechanisms is a lack of observational soil moisture data to test, either qualitatively or quantitatively, hydrological model development [Vereeken et al., 2008]. Soil moisture sensors can provide high temporal resolution data but have small support volumes.
and lack spatially explicit coverage for understanding vegetation patch–interpatch dynamics [Robinson et al., 2008b]. Quantifying the vertical and horizontal heterogeneity in plant available water is essential for understanding intercanopy–canopy vegetation dynamics [Breshears et al., 2009].

A combination of soil moisture sensing and noninvasive geophysical imaging [Hinnell et al., 2010] may provide a better spatiotemporal view of soil moisture dynamics toward understanding processes at the patch–interpatch scale. Research that enhances the spatiotemporal scope of soil moisture measurements, and couples that with geophysical properties and vegetation organization, will greatly advance our understanding of landscape ecohydrological functioning. In this study, we sought to couple enhanced soil moisture quantification with measurements of geophysical and vegetation attributes to gain new insight into dryland biophysical function (Figure 1).

Electromagnetic induction (EMI) is proving to be a useful tool for understanding soil spatial heterogeneity [Abdu et al., 2008; Robinson et al., 2008a]. Widely used for determining soil salinity and texture, EMI has been exploited by hydrologists to provide spatial information regarding soil water distribution [Kachanoski and Dejong, 1988; Robinson et al., 2009; Sheets and Hendrickx, 1995]. The instrument works by transmitting a magnetic field, which induces electrical current loops in the soil and produces secondary magnetic fields, which are received by the instrument. The ratio of the primary and secondary magnetic fields is proportional to the bulk electrical conductivity at low induction numbers [Abdu et al., 2007; Sherlock and McDonnell, 2003]. The instrument produces an integrated average measurement over a penetration depth that depends on the sensor coil spacing and carrying height. For example, a 1 m coil spacing will give a penetration depth (70% of signal sensitivity) of ~1.5 m in the vertical orientation and ~0.75 m in the horizontal orientation when the instrument is carried along the surface and assuming a homogeneous earth [McNeill, 1980]. Electromagnetic induction exploits contrasts in soil geophysical response, in this case the electrical response, to estimate soil textural [Doolittle et al., 1994; Robinson et al., 2008b; Triantafilis and Lesch, 2005] and hydrologic patterns [Triantafilis et al., 2001]. Combining EMI surveys and soil water sampling has been used to estimate changes in soil water content when the differences in water content do not lead to measurable differences in other soil properties that also affect conductivity [Sherlock and McDonnell, 2003].

Soil moisture dynamics are a critical system attribute in the integration of geophysical properties, hydrology, and ecosystem structure and function (Figure 1). Georeferenced EMI measurements provide noninvasive, rapid, and spatially continuous information about the changes in soil spatial properties and moisture at the landscape scale [Abdu et al., 2008; Hendrickx and Kachanoski, 2002; Sheets and Hendrickx, 1995]. The purpose of the current study, building upon previous EMI measurement techniques [Robinson et al., 2008a, 2009], is to investigate two cases of soil resource heterogeneities that affect the organization of

Figure 1. (left) The general geophysical, hydrological, and ecological system attributes (gray boxes) used to generate an integrated understanding of landscape function (white box). (right) For the Narok and Nolkopin study sites, we identified and measured specific target variables representing the system attributes (gray boxes), in order to understand key system processes governing landscape function (white boxes) at each site.
dryland vegetation patterns. The first case examines the relationship between soil depth and the spatial distribution of vegetation communities on hillslopes, and the second case investigates the spatial patterns of soil moisture inside and outside vegetation patches following rain events to identify feedbacks that may generate a regular pattern formation.

[6] The first case study is situated in a typical tree-grass savanna site in central Kenya (herein referred to as Narok), which exhibits characteristic topography and vegetation types of the region. The dominant vegetation at Narok is composed of two woody species, *Acacia tortilis* and *Acacia etbaica*, with a continuous herbaceous layer of perennial grasses and the succulent *Sansevieria robusta*. Previous studies have characterized *A. tortilis* as having both a shallow, wide-spreading root system and a deep tap root that uses hydraulic lift to utilize deeper water sources [Dharani, 2006; Ludwig et al., 2003]. Comparatively, *A. etbaica* has been shown to be a very drought tolerant species in drylands [Gebrrehiwot et al., 2005]. *Sansevieria robusta* is one of three species in the genus that is common in open savannas in this landscape. It typically forms dense patches on the order of 2–10 m in diameter. At the Narok study site the *S. robusta* patches have remained relatively small and static over time, in contrast to the patches of a different *Sansevieria* species, *S. volkensii*, that occur in the second case study, discussed below. Our objective for the first case study was to use EMI surveys, vegetation mapping, and a simple geophysical model to construct a spatially continuous map of soil depths, in order to investigate the relationship between soil properties with the associated overlying vegetation communities (Figure 1).

[7] The second case study is situated in a more degraded savanna, herein referred to as Nolkopin, where intense grazing in recent decades has caused a transition in the herbaceous layer from subdense, fairly continuous perennial grass cover, to a matrix of large bare soil patches with sparse patches of mostly annual grasses. Concomitantly at this site, and in many similar degraded sites in the region, the native succulent *S. volkensii* has proliferated from an infrequent plant to form distinct, dense patches ranging in size from 2 m to 2 km wide [King et al., 2010]. The expansion of barren areas appears to have altered the system hydrology, where runoff and run-on dynamics of surface water redistribution are now prevalent and readily visible. Our objectives at this site were to investigate both spatial and temporal heterogeneity in soil moisture to ascertain whether the patterns of surface flow and infiltration, and interactions with vegetation, may generate feedbacks that impel the continued expansion of *S. volkensii*. To do so, we employed EMI observations in and around *S. volkensii* patches where run on and run off flow paths were obvious, then we used a numerical model to quantify the horizontal and vertical subsurface redistribution of water. From the numerical model, we aimed to assess the potential positive feedback mechanism that may facilitate the proliferation of *S. volkensii* (Figure 1). Understanding the impact of this mechanism to the *S. volkensii* and surrounding vegetation community is crucial for long-term management strategies to return the ecosystem to its native tree-grass state.

[8] The remainder of the paper is organized as follows. In section 2, we describe the study sites in central Kenya, the methods for field measurements and analyses, and modeling employed in association with each case study. Section 3 first presents calibrated electrical conductivity maps for the Narok site, the results of a simple geophysical model deriving soil depth, and associations between soil characteristics and vegetation patterns. Next we present the combined analysis of time-lapse electrical conductivity maps, continuous point measurements of soil moisture, and vegetation pattern at the Nolkopin site. Section 3 concludes with hydrological numerical model results for the Nolkopin case study, which are used to quantify the horizontal and vertical redistribution of water following localized infiltration events. In section 4, we describe the mechanisms and feedbacks influencing the spatial patterns of vegetation for each case of soil resource heterogeneity. We also identify limitations of the current study that should be addressed in future work.

2. Methods

2.1. Study Sites

[9] We investigated two cases of soil resource heterogeneity that affect the organization of the vegetation structure and patterns. At the Narok study site, we investigated the role of variations in soil depth as a control of soil resources with regard to biotic/vegetation spatial patterns; at the Nolkopin study site we conducted a small scale experiment imaging soil moisture wetting patterns around vegetation patches. Our two study sites were located 9 km apart in the Upper Ewaso Ng’iro river basin of the central Kenya highlands. The annual climate consists of two rainy seasons, March–May and October–December with nearly equal seasonal totals. The mean annual precipitation (MAP) is 450 mm yr⁻¹, the growing season average storm depth is 8 mm, and the growing season interstorm arrival rate is 0.19 d⁻¹ [Franz et al., 2010]. Forty soil texture samples collected over the top 40 cm around the Nolkopin study site were used to classify the soils as a sandy clay loam (sand, mean 55.49% [SD 5.99%], silt, 12.68% [2.06%], clay 31.82% [6.44%]), with a porosity of 0.45 (SD 0.0301) determined from 11 samples. The vegetation at the study sites is a typical savanna ecosystem composed of woody vegetation (mostly *Acacia tortilis*, *A. mellifera*, and *A. etbaica*) and grasses (commonly *Cynodon*, *Pennisetum*, and *Eragrostis* species) [Dharani, 2006; Franz et al., 2010; Young et al., 1995, 1998]. These rangelands support three primary land uses: traditional subsistence pastoralism, commercial cattle ranching, and nature conservancy, which are practiced at scales ranging from 1000 to 10,000 ha. All land use depends on primary productivity, vegetation structure, and composition; traditional pastoralists’ livelihoods are particularly tightly coupled to vegetation for their basic sustenance [Fratkin et al., 2004].

[10] The Narok study site (0°31’22”N, 36°51’45”E, elevation was 1580 m, mean slope was 5%) was located within a nature conservancy run by the Mpala Research Centre. It experiences light livestock grazing and abundant use by wildlife, and represents a typical tree-grass savanna system. We conducted measurements on a single hillslope covering an area of 6.25 ha of this complex terrain with isolated trees, clumps of trees, patches of the large-leaf succulent *S. robusta*, and some rock outcrops. The Nolkopin
study site (0°31′54″N, 36°56′18″E), elevation was 1700 m, mean slope was 3%) located on communal Maasai lands, where extensive land degradation is associated with increased human and livestock populations and reduced mobility over the last five decades, as has occurred in other Kenyan drylands [Fratkin, 1997; Fratkin and Mearns, 2003; Fratkin et al., 2004; Mwangi, 2007; Njenga, 2001]. At this site, the transition from a tree-grass to a bare tree mosaic has coincided with the proliferation of *S. volkensii* in intercanopy areas [King et al., 2010]. *S. volkensii* is an undesirable species because it is unpalatable, and its spear-like leaves prevent livestock from foraging on other vegetation inside the patches. The widespread increases in bare areas have altered the hydrological functioning of the system, leading to an increase in Hortonian overland flow. Runoff plots (4 × 4 m) near the study site indicate approximately two to five times greater runoff in bare areas versus vegetated areas [Fratkin et al., An ecohydrological approach to predicting hillslope scale vegetation patterns in dryland ecosystems, submitted to *Water Resources Research*, 2011]. Onsite observations indicated widespread rill and gully development, likely due to increased flow velocities and surface mounding at hummocked sites of permanent vegetation.

### 2.2. Narok Study: Field Methods

[1] We used electromagnetic induction (EMI) to estimate the spatial distribution of bulk soil electrical conductivity, EC*, (mS m$^{-1}$), following the methods used in previous studies [Abdu et al., 2007; Jones et al., 2005; Robinson et al., 2008a, 2009]. We performed the EMI spatial mapping with the Dualem I-S sensor (Dualem Inc., Milton, ON) combined with a Trimble Pro-XRS global position sensor (Seiler Instrument and Manufacturing Company, Inc., St. Louis, Mo.). Because we were primarily interested in the top 1.5 m of soil, we selected the Dualem I-S sensor with 1 m coil spacing. In addition, the instrument was selected because of the low expected soil EC* values [Kiome and Stocking, 1993], making instrument calibration easier compared to other available EMI sensors which require more onsite calibration tests [Abdu et al., 2007].

[2] At the Narok site, we used a single day, reconnaissance style, high-resolution EMI observational strategy following Robinson et al. [2008a] to understand the relationship between soil properties, particularly soil depth, and the spatial distribution of vegetation communities. On 24 March 2009, we surveyed (instrument carrying height was 30 cm) a 250 × 250 m area, walking in a serpentine pattern with a 3 m line spacing, recording a measurement every second for a total of ~18,000 data points. In the following days we used a GPS to map the canopy extent of all notable vegetation and land cover features (shrub patches, tree canopies, rock outcrops, and visible termite mounds) in the survey area.

### 2.3. Narok Site: Data Analysis

[3] The EC* measurements were checked for quality and outliers were removed. By examining the GPS speed (the distance between data points collected every second), any redundant observations were removed from the data set when the mapper was stationary and the height of the instrument may have changed. No EC* soil temperature correction was needed for Narok, because the survey was collected on the same day. Following these QA/QC procedures [Robinson et al., 2009], a normal score transform procedure was used to transform the data [Goovaerts, 1997] into a Gaussian distribution with the SGEMS software package [Remy, 2005]. The normal score-transformed data were then fitted with a semivariogram and simple-kriged on a 1-m grid. After kriging, the data were back-transformed to produce a final kriged EC* image. By using the individual fit of the semivariogram to account for spatial correlation, the kriging operation produced a smoothed data set that mitigated measurement uncertainty. The smoothed data set was then used in the inversion procedure without further consideration of measurement uncertainty. An alternative strategy for accounting for the uncertainty of geophysical measurements directly in the inversion procedure will be discussed in the next section.

[14] In order to estimate conductivity and depth of each soil layer, different geophysical models were used to invert the smoothed EMI EC* data. In the current study we used simple layered geophysical models with the assumptions presented by McNeill [1980] with no lateral constraints. The lateral constraints of the measurements were accounted for in the geostatistical kriging analysis. An alternative strategy would be to include the lateral constraints directly in the inversion procedure, as extensively discussed in the work of Auken et al. [2005], Christiansen et al. [2007], Siemion et al. [2009], and Viezzoli et al. [2008]. As a whole, the hydrogeophysical complexity is still trying to understand coupled inversion methods for obtaining the highest quality data [Ferré et al., 2009; Hinnell et al., 2010]. In order to help resolve these coupled inversion procedures, we present here our assumptions and results of a simplified layered inversion procedure with the extensions to a more rigorous hydrogeophysical analysis.

[15] The Dualem sensor collects two simultaneous measurements depending on the transmitter and receiver coil orientations at each spatial location. The relative sensitivity of each measurement orientation is given by

\[
h(d) = 1 - \frac{1}{(4d^2 + 1)^2},
\]

\[
p(d) = \frac{2d}{(4d^2 + 1)^2},
\]

where $h(d)$ is the horizontal–horizontal orientation depth sensitivity, $p(d)$ is the perpendicular–horizontal orientation depth sensitivity, and $d$ (m) is the vertical downward distance from the sensor boom [McNeill, 1980]. The simplest geophysical model consists of one single conductive layer known as the homogeneous earth model given by

\[
\begin{align*}
c_h &= (1 - h(a))e, \\
c_p &= (1 - p(a))e,
\end{align*}
\]

where $c_h$ (mS m$^{-1}$) is the integrated horizontal–horizontal EC* measurement (HCP), $c_p$ (mS m$^{-1}$) is the integrated perpendicular–horizontal EC* measurement (PRP), $a$ (m) is the instrument carrying height above the ground surface, and $e$ (mS m$^{-1}$) is the conductivity of the homogeneous
earth. More complex models consist of multiple layers lying over the top of a uniform earth. The single layer model is given by

\[
\begin{align*}
    c_h &= \frac{[h(a + t) - h(a)]s + [1 - h(a + t)]e}{e}, \\
    c_p &= \frac{[p(a + t) - p(a)]s + [1 - p(a + t)]e}{e},
\end{align*}
\]

where \( t (\text{m}) \) is the depth of the conductive layer \( s (\text{mS m}^{-1}) \).

[16] In order to select an appropriate geophysical model for data inversion, we selected five random locations around the study sites to perform vertical soundings of the soil profile. At the different locations we collected data at 10 cm intervals from the ground surface to a height of 1.5 m above the ground surface. Using the various geophysical models we found the optimal parameters with a nongradient search algorithm by minimizing the sum of the residuals between the data and fit line. Previously excavated soil pits from around the study sites revealed that soils were between 1 and 2 m in three pits and greater than 2 m in one pit. The description of the study area from the 1980 UNESCO soil survey indicates that the soils are sandy clay loam with soil depths between 0.5–2 m with an underlying gneiss bedrock formation. As an added constraint to the inversion procedure, we set a low conductivity value (0.01 mS m\(^{-1}\)) for the resistive bedrock layer. The added constraints had minimal impact on the sum of residuals (see section 3.1) but allowed us to eliminate one unknown from the inversion procedure leaving two equations and two unknowns for a direct solution. The constrained single soil layer geophysical model, which simultaneously solves for the conductivity and depth of the soil layer using the HCP and PRP data, was found to be satisfactory for inverting the spatial EC\(_a\) values. Finally, we note that we set the maximum depth of soil at 2 m, which is the approximate penetration depth of the instrument under the homogeneous earth assumption [McNeill, 1980].

[17] To investigate associations between soil depth and vegetation and land cover patterns, we used the GPS data of canopy and surface cover features to pool the modeled soil depth information for each feature type, and then estimated the mean and variance of soil depth for each feature type. We compared the different sample means using the Kruskal-Wallis nonparametric test at the 95% significance level [Walpole et al., 2002].

### 2.4. Nolkopin Site: Field Methods

[18] At Nolkopin, data logging sensors were used to determine the daily rainfall, soil temperature, and soil moisture for different patch types (bare soil, perennial grass, and two \textit{S. volkensii} patches). Beginning in May of 2008, we installed a tipping bucket rain gauge (TE525, Campbell Scientific Inc., Logan, UT), time-domain reflectometry soil moisture sensors at 15 and 30 cm depth, oriented horizontally in each patch type (CS616, Campbell Scientific Inc., Logan, UT), and soil temperature probes at 15 cm depth, oriented horizontally in each patch type (108, Campbell Scientific Inc., Logan, UT); data were collected every 20 min. The probes were inserted in the upslope direction in order to minimize disturbance effects from the original excavation. We present the data as aggregated daily values and average the soil moisture measurements for a value representative of the top 40 cm. We corrected each soil moisture probe for temperature and calibrated the probes with volumetric water samples collected in April and July 2009 following the work of Kelleners et al. [2005].

[19] On 9 April 2009, we collected auger soil samples at 10 locations for depths of 20 and 40 cm, which were used to determine moisture and texture. Two samples were collected upslope of a \textit{S. volkensii} patch, two samples below the patch, and six samples inside the patch. We determined volumetric water content (cm\(^3\) cm\(^{-3}\)) samples dried for 24 hs at 105°C, and sent the soil samples to the Pedology Laboratory at the University of Idaho for soil texture, pH (log[H+]), and electrical conductivity of saturation paste extract, EC\(_s\) (mS m\(^{-1}\)). We repeated the soil sampling procedure on 27 July 2009, collecting samples at 30 locations in six rows and five columns in a uniform sampling grid around the same \textit{S. volkensii} patch, with 16 samples outside the patch and 14 inside the patch.

[20] At Nolkopin we used a time-lapse EMI observational strategy following the work of Robinson et al. [2009] to understand the spatial patterns of soil moisture change following rain events. We repeatedly surveyed a 100 × 60 m area that included four distinct patches of \textit{S. volkensii} (5–20 m in diameter) and the data logging sensors (with an instrument carrying height of 30 cm, 2 m line transect spacing, with ~3500 data points per sampling date). We surveyed before, and every 3 d following, two different rain events: a 15 mm rain event on 6 April 2009, and a 6 mm event on the 24–25 July 2009.

[21] In addition to the EMI surveys, we visually assessed evidence of surface water flow and erosion in order to delineate the vegetation patch margins into surface run on (surface water flow entering the \textit{S. volkensii} patch) and runoff zones (surface flow out of or adjacent to the patch margins). At least two individuals independently delineated each patch margin, and in all cases, delineations agreed to <2 m. Patch margins themselves were also delineated and mapped with the GPS.

### 2.5. Nolkopin Site: Data Analysis

[22] We applied the same quality control, normalizing, kriging, and single-layer inversion methods to the Nolkopin site EC\(_a\) data as were used at the Narok site, with one exception: to account for variation in soil temperature among repeated surveys of the Nolkopin site, we used the time series of soil temperatures from CS616 probes to correct each set of survey EC\(_a\) values to a temperature of 25°C [Sheets and Hendrickx, 1995]. Following rain events, cooler rainwater may result in temperature changes of 5°C–7°C in the soil, resulting in changes of conductivity of up to 10%–15% following the work of Sheets and Hendrickx [1995].

[23] We used multiple regression to analyze correlations between physical properties of augered soil samples and EC\(_a\) values recorded the day of the soil sampling. We also visually evaluated the spatial images of EC\(_a\) in the study area in order to relate gross differences in the background EC\(_a\) signal to additional observed abiotic and biotic conditions. Next, we analyzed the effects of run on versus runoff zones and the effects of distance from patch margin on the prepost rainfall changes in EC\(_a\). For each kriged pixel within 4 m (inside or outside of) a patch margin, we calculated the difference between the initial (dry) EC\(_a\) value and EC\(_a\) at 3, 6, and 12 d after each rain event. Each pixel was classified as adjacent to...
either a run on or a runoff zone. Pixels were also classified according to their distance inside or outside the patch margin in 1 m increments radially outward. We then pooled pixels by zone type and distance category, and estimated the mean and standard error change in ECₐ at each time step.

2.6. Numerical Modeling

[24] In order to help interpret the observations of the EMI imagery for Nolkopin, we used a quasi 3-dimensional numerical solution of Richard’s equation [Pinder and Celia, 2006, equation (4.36)] to simulate the redistribution of water in the top 40 cm of the subsurface following rain events. The domain consisted of two vertically averaged soil layers with an underlying impermeable bedrock layer, which defined the lower boundary condition. Because we were motivated by differences in the initial conditions due to localized vertical infiltration in run on and runoff zones, we used a homogeneous isotropic soil for both layers; see Table 1. We chose a 90 × 70 m domain with 2 × 2 m grid cells, where the topsoil layer was 0.4 m thick and the bottom soil layer was 0.6 thick, both at a slope of 3%. The parameters were consistent with field observations at Nolkopin, where excavation pits indicated S. volkensii rooting depths of 30–40 cm and a bedrock layer at a depth of 1–2 m. We chose the domain size to include the relative locations of the two largest S. volkensii patches in a surrounding bare soil matrix.

[25] The rectangular domain consisted of four no-flow boundary conditions that did not influence the solution. The top boundary condition (sink term Q in the vertically averaged equation (4.36) by Pinder and Celia [2006]) represented the evapotranspiration losses to the atmosphere. We assumed soil moisture loss (evapotranspiration) during interstorm periods followed an exponential decay, which allowed us to use a decay constant, k (m² m⁻³ d⁻¹) defined for each patch type. We used CS616 daily soil moisture to estimate the average decay constant for each patch type (bare soil was 0.0664 m² m⁻³ d⁻¹, S. volkensii was 0.04 m³ m⁻³ d⁻¹). The total daily water use or evapotranspiration (mm d⁻¹) for each unit area is the product of the decay constant, layer thickness (assumed to be 40 cm for S. volkensii rooting zone), and water content resulting in maximum daily evapotranspiration rates (at well-watered conditions, see Table 1) for bare soil at 7.0 mm d⁻¹ and S. volkensii at 4.2 mm d⁻¹, which is consistent with estimates in this dryland ecosystem [Franz et al., 2010]. The lower boundary condition for the topsoil layer (the sink term Q in the vertically averaged equation (4.36) by Pinder and Celia [2006]) represented leakage or vertical redistribution between the two soil layers. We represented the flow between the two soil layers by the 1-dimensional vertical form of Darcy’s law [Pinder and Celia, 2006, equation (4.35)]. The vertical distance between the top and bottom soil layer’s centroids was assumed to be 0.5 m. The lower soil layer saturation (ratio of volumetric water content to porosity) was held constant at 0.30, based on volumetric water content samples collected during the dry season (Table 2). Estimates of drying depths following stage-1 evaporation (liquid stage) for sandy clay loam are between 21 and 56 cm [Lehmann et al., 2008; Shokri et al., 2009]. Given the high evaporative demand (bare soil was 7.0 mm d⁻¹) and length of dry season (3–4 months), drying fronts may be well into stage-2 evaporation (the gaseous stage) [Lehmann et al., 2008], with low soil moisture values approaching 1 m in depth by the beginning of the wet season. In addition, observations from nearby CS616 sensors at 70 and 100 cm indicated less than 10% of rain events impacted probes at these depths (Franz et al., submitted manuscript, 2011), justifying the assumption of a constant saturation for small- and medium-sized rain events for this lower soil layer.

[26] We used the soil texture laboratory results to estimate the van Genuchten model parameters, which define the pressure-saturation water release curve for the soil (Table 1) [Schaap et al., 2001; Simunek et al., 2006;vangenuchten, 1980]. A simple power function was used to represent the unsaturated hydraulic conductivity function [Pinder and Celia, 2006, equation (11.17)]. On the basis of a sensitivity analysis using the CS616 and EMI images, we found a value of five for the exponent to give satisfactory fit for the unsaturated flow behavior. We note that a more rigorous analysis estimating unsaturated flow parameters using an inverse solution procedure may be performed if sufficient data are available [Franz et al., 2011; Simunek et al., 2006].

[27] The initial conditions in the topsoil layer were selected on the basis of general observations from the EMI survey following the 6 April 2009 rain event. In patch run on zones and the first level of neighbors, we used initial saturations between 0.50 and 0.70 selected randomly from a normal distribution (with a scaled mean of 0.6 and variance of 1). In patch runoff zones and the first level of neighbors, we used initial saturations between 0.25 and 0.50 selected randomly from a normal distribution. The remainder of the topsoil layer in the domain was set to an initial saturation of 0.25, which is near residual saturation. The system was solved with a time-adaptive finite difference scheme using upstream weighting [Pinder and Celia, 2006].

3. Results

3.1. Comparison of ECₐ With Landform and Vegetation Spatial Patterns

[28] The results of the geophysical model data inversion for five random vertical sounding locations are provided in Figure 2 and Table 3. The results of the model fitting indicate that the single-layer soil model with underlying bedrock provides a satisfactory fit as would be expected for this soil that shows little horizonation, as the sum of residuals does
### Table 2. Summary of Volumetric Water Content Samples Collected Over Time

<table>
<thead>
<tr>
<th>Sample Depth (cm)</th>
<th>10–30</th>
<th>30–50</th>
<th>50–70</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>July 2006, Near Nolkopin, No Rainfall in 18 Months</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean volumetric water content (cm$^3$ cm$^{-3}$)</td>
<td>0.075</td>
<td>0.093</td>
<td>0.116</td>
</tr>
<tr>
<td>SD</td>
<td>0.0298</td>
<td>0.0475</td>
<td>0.0350</td>
</tr>
<tr>
<td>Sample number</td>
<td>7</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td><strong>April 2009, Nolkopin, 3 Days After 15 mm Rain Event</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean volumetric water content (cm$^3$ cm$^{-3}$)</td>
<td>0.117</td>
<td>0.121</td>
<td>-</td>
</tr>
<tr>
<td>SD</td>
<td>0.0410</td>
<td>0.0209</td>
<td>-</td>
</tr>
<tr>
<td>Sample number</td>
<td>10</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td><strong>July 2009, Nolkopin, 3 Days After 6 mm Rain Event</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean volumetric water content (cm$^3$ cm$^{-3}$)</td>
<td>0.093</td>
<td>0.102</td>
<td>-</td>
</tr>
<tr>
<td>SD</td>
<td>0.0451</td>
<td>0.0195</td>
<td>-</td>
</tr>
<tr>
<td>Sample number</td>
<td>30</td>
<td>30</td>
<td>-</td>
</tr>
</tbody>
</table>

**Figure 2.** Geophysical model fits of EMI vertical sounding data at five random locations with resistive bedrock constraint. HCP and PRP are measured electrical conductivity in the respective EMI coil orientations, HE is the homogeneous earth model, 1L refers to the single soil-layer model with underlying homogeneous earth, and 2L refers to the two soil-layer model with underlying homogeneous earth.
not significantly decrease with additional model complexity. In addition, the sum of residuals is moderately affected in two of the five locations, indicating that the resistive bedrock layer constraint does not greatly affect the model fits (Table 3, row 3 versus row 8 for the single-layer soil model). Instead of performing labor intensive and time consuming vertical soundings at each spatial location in the area, the single-layer soil model (equation (3)) solved for the two unknowns (soil depth and conductivity) simultaneously and uniquely using only the HCP and PRP for each spatial location at one carrying height. For the current analysis we assumed the inversion procedure was independent between spatial locations and instead included the spatial correlation in the geostatistical analysis of the ECa data (section 2.3). While this assumption greatly reduced time and labor in the field, a more formal hydrogeophysical inversion may be required to accurately account for the inherent uncertainty [Auken et al., 2005; Christiansen et al., 2007; Siemon et al., 2009; Viezzoli et al., 2008].

Table 4 summarizes the patch characteristics in the study plot with the mean and standard deviation of modeled soil depth. Table 4 also summarizes the results from 28 randomly located hand-augered sites around the site. Because we were unable to auger to the bedrock by hand at all locations (auger length was only 100 cm), we grouped the samples into two categories, auger depth <25 cm and >50 cm. The modeled soil depth for the shallow auger samples (mean depth of 0.55 m) and deeper auger samples (mean depth of 1.51 m) were statistically different (Kruskal-Wallis \( p < 0.05 \)). The data provide further validation in the single soil layer inversion analysis but with the caveat of low spatial coverage and a limited number of samples around the site.

Figure 3 provides the modeled soil depth map with the associated canopy and landform features for the Narok hillslope. The southern boundary, running approximately west to east, is the top of the hillslope, and the difference in elevation is ~20 m between the top and bottom of the surveyed area. The dominant feature illustrated by Figure 3 is the swath of deep soils running diagonally through the image. The shape, direction, and width of the deeper soil areas were not evident from surface conditions, except for the identified rock outcrops in shallower areas. Acacia tortilis trees were located on significantly deeper soils (mean depth of 1.41 m) than A. etbaica trees (mean depth of 0.54 m, Kruskal-Wallis \( p < 0.05 \)).

### 3.2. Comparison of Time-Lapse ECa Soil Moisture in Different Vegetation Patches

The time series of soil moisture, soil temperature, and rainfall from May 2008 to August 2009 at Nolkopin are summarized in Figure 4. The sets of probes in the two S. volkensii patches behaved very similarly throughout the time series: the grass patch CS616 was the most responsive to rainfall events, and its soil was the coolest. The bare soil CS616 was the least responsive to rain events and its soil was the warmest. During the relatively large 30–40 mm rain events in November 2008, (compared to average storm size of 8 mm in the region [Franz et al., 2010]), the S. volkensii and grass CS616 probes followed a similar behavior of rapid jumps in soil moisture and exponential decays during interstorm periods. However, during medium (a 15 mm event in April 2009) and small events (a 6 mm in July 2009), the S. volkensii probes showed increased time-to-peak soil moisture responses of 3–5 d compared to 1–2 d and inverted parabolic interstorm decay shapes. The bare soil CS616 probe illustrates delayed time-to-peak responses and inverted parabolic interstorm decay shapes throughout the time series. The delayed time-to-peak response and

<table>
<thead>
<tr>
<th>Geophysical EMI Model</th>
<th>Number of Fitting Parameters</th>
<th>Sum of Residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogeneous Earth</td>
<td>1</td>
<td>20.95</td>
</tr>
<tr>
<td>1 Layer</td>
<td>3</td>
<td>8.86</td>
</tr>
<tr>
<td>2 Layer</td>
<td>5</td>
<td>8.86</td>
</tr>
<tr>
<td>3 Layer</td>
<td>7</td>
<td>7.68</td>
</tr>
<tr>
<td>With Resistive Bedrock Constraint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homogeneous Earth</td>
<td>2</td>
<td>13.81</td>
</tr>
<tr>
<td>1 Layer</td>
<td>4</td>
<td>9.28</td>
</tr>
<tr>
<td>2 Layer</td>
<td>6</td>
<td>9.00</td>
</tr>
<tr>
<td>3 Layer</td>
<td>6</td>
<td>9.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vertical Sounding Location</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogeneous Earth</td>
<td>1</td>
<td>20.95</td>
<td>42.16</td>
<td>36.33</td>
<td>65.47</td>
</tr>
<tr>
<td>1 Layer</td>
<td>3</td>
<td>8.86</td>
<td>5.26</td>
<td>9.62</td>
<td>14.70</td>
</tr>
<tr>
<td>2 Layer</td>
<td>5</td>
<td>8.86</td>
<td>5.26</td>
<td>9.56</td>
<td>14.70</td>
</tr>
<tr>
<td>3 Layer</td>
<td>7</td>
<td>7.68</td>
<td>5.26</td>
<td>9.33</td>
<td>14.70</td>
</tr>
</tbody>
</table>

Table 4. Summary of Modeled Soil Characteristics, Associated Land Cover Patches, and in Situ Sampling at Narok (0°31′22″N, 36°51′45″E)

<table>
<thead>
<tr>
<th>Species</th>
<th>Mean Soil Depth (m)</th>
<th>SD Soil Depth (m)</th>
<th>Total Surface Area (m²)</th>
<th>Number of Patches/Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. tortilis</td>
<td>1.41</td>
<td>0.103</td>
<td>1393</td>
<td>37</td>
</tr>
<tr>
<td>A. etbaica</td>
<td>0.54</td>
<td>0.179</td>
<td>210</td>
<td>11</td>
</tr>
<tr>
<td>Rock outcrop</td>
<td>0.29</td>
<td>0.247</td>
<td>71</td>
<td>5</td>
</tr>
<tr>
<td>S. robusta</td>
<td>1.61</td>
<td>0.093</td>
<td>6360</td>
<td>35</td>
</tr>
<tr>
<td>Termite mound</td>
<td>1.25</td>
<td>0.094</td>
<td>989</td>
<td>50</td>
</tr>
<tr>
<td>Auger depth &lt;0.25 m</td>
<td>0.55</td>
<td>0.248</td>
<td>&lt;1</td>
<td>5</td>
</tr>
<tr>
<td>Auger depth &gt;0.5 m</td>
<td>1.51</td>
<td>0.666</td>
<td>&lt;1</td>
<td>23</td>
</tr>
</tbody>
</table>
inverted parabolic interstorm decay shapes indicate additional sources of water in the subsurface. By mass balance, the water sources are believed to be from nonlocal sources rather than strictly vertical infiltration from event water above the probes. This signature of nonlocal sources identified at the CS616 probes generated part of the motivation for the numerical modeling component of this study and subsequent analyses of EMI images.

[32] In order to interpret the EMI survey results, we first sought to better understand what soil parameters contribute the most to \(EC_a\) values. We investigated linear correlations of \(EC_a\) (HCP) to volumetric water content, clay percentage, soil pH, and saturation paste electrical conductivity averaged over the top 40 cm (Figure 5). We also included in the analysis the daily CS616 values corresponding to the EMI sampling days and locations. The linear regression indicated that \(EC_a\) was most strongly correlated to volumetric water content (\(R^2 = 0.339, p < 0.001\)), followed by clay percentage (\(R^2 = 0.314, p < 0.001\)), and soil pH (\(R^2 = 0.125, p = 0.027\)), and not correlated with the saturation extract conductivity (\(R^2 = 0.0013, p = 0.829\)). A multivariate linear regression using volumetric water content, clay percentage, and soil pH explained 53% of the variance in \(EC_a\) (\(R^2 = 0.53, p < 0.001\)). The remaining variation is likely due to variations in soil depth, soil nutrients, biotic effects, and sampling errors due to differences in auger sample size and CS616 support volume compared to the EMI averaging volume. The analysis demonstrated the direct relationship between \(EC_a\) measurements and measured changes in water content.

[33] The temperature corrected and smoothed \(EC_a\) images (HCP) of representative patches for the two rain events at Nolkopin are presented in Figure 6. The HCP data is presented, as it is more sensitive to changes in the top 40 cm than the PRP data (see equation (1)). The relative locations of the CS616 probes and \(S. volkensii\) patch boundaries are indicated in Figure 6f. Interpretation of the \(EC_a\) maps suggests two sets of findings, the first regarding a variation in the background \(EC_a\) signal at the site, and the second regarding vegetation effects on \(EC_a\) changes following rainfall.

[34] The prerain event (dry) EMI surveys (Figures 6a and 6f) indicated the background \(EC_a\) signal across the survey area. We used additional observations from the field site to evaluate gross variation in the background \(EC_a\) signal, which remained largely unexplained by the correlated soil physical properties. The low \(EC_a\) values in the upper left-hand side of the image appear to be associated with shallower soil, as we found that augering was not possible beyond 40 cm in this area due to the presence of large gravel. The positive \(EC_a\) elliptical area in the upper right-hand corner coincided with evidence of a large subterranean termite nest, indicated by numerous small, domed mounds constructed on the surface in that area following rains. While we could not determine the extent of the nest without fully excavating the site, excavated nests in Kenya have revealed soil modifications to spatial extents on the order of tens of meters [Darlington, 1997, 2005]. Termite nests located on sandy soils in drylands are typically higher in clay content [Turner, 2006], which would increase the \(EC_a\) value. In addition, termites store woody and leafy debris to cultivate their larvae, which may increase the \(EC_a\) value depending on the decompositional state of the debris [Lee et al., 2004]. Finally, auger samples at this site were able to reach 70 cm indicating deeper soils, which will also contribute to the higher \(EC_a\) values. Additional vertical soundings and soil excavations coupled with an inversion analysis would help fully resolve these observed differences in the dry EMI survey.
Figures 6a–6j show the increases and decreases in EC_a values after rain events. EC_a changes closely reflect changes in volumetric water content, since the other variables that affect EC_a (clay percentage, soil pH, and depth to bedrock) change on longer timescales. The patterns indicate that, in general, the rainfall events resulted in more noticeable changes in EC_a, and hence soil moisture inside the S. volkensii patches than in the interpatch areas. This pattern was hypothesized to be due to low infiltration in interpatches, coupled with run on capture and increased infiltration in S. volkensii patches. The examination of changes in EC_a along patch margins was conducted to seek further corroborative evidence for that mechanism.

The general event response behavior along margins of the center S. volkensii patch is summarized in Figure 7. Figure 7 shows the change of EC_a with time for patch margins characterized as run on and runoff zones, and for different distances inside (negative values) and outside (positive values) the patch margin. The response of the patch to the 24–25 July 2009, 6 mm event indicated minimal differences inside and outside the patch (<1 mS m^-1) with slightly higher changes in EC_a in run on versus runoff zones (<0.5 mS m^-1). The patch response to the 6 April 2009, 15 mm event, however, showed much higher changes in EC_a in run on versus runoff zones (3 mS m^-1) and inside versus outside the patch boundary (1.5 mS m^-1). Finally, the initial variability in EC_a following rain (shown by the relative size of error bars on day 3) was much larger for the 15 mm event compared to the 6 mm event. The variability decreased with time as the water was redistributed in the subsurface and the soils dried out. The different responses of the patch to the two storm sizes suggests threshold behavior and will be discussed later.

Figure 4. Time series of (a) average daily saturation in top 40 cm, (b) average daily soil temperature at 15 cm, and (c) daily rainfall at Nolkopin study site (0°31’54”N, 36°56’18”E).
areas outside the patch. This redistribution phenomenon is shown by Figure 7b in the run on +5 d line, where the points farthest from the patch edge have increased in value compared to the +3 d line. Figure 6e presents the drying out of the patches, with the image returning near to the dry initial conditions of Figure 6a.

[38] The subsurface water redistribution response seen in the ECa imagery (Figures 6c and 6d) is also reflected in the CS616 probe time series. Looking at the CS616 responses for the April event (Figure 4), we see the grass probe initially wetted up to 0.55 saturation and decayed exponentially through time. However, the three remaining probes showed delayed time-to-peak responses of 3–5 d with increases in saturations to around 0.30 after that time period. In addition, the interstorm decays are shaped like inverted parabolas indicating a horizontal redistribution of water. The bare soil patch CS616 shows the most pronounced interstorm inverted parabolic shape, which corresponds to the subsurface redistribution seen in Figures 6c, 6d, and 7b. The smaller S. volkensii patch in Figures 6a–6e, however, did not respond in the same way. This may be due to its smaller contributing area dampening the run on effects and shallower soil depths dampening the EMI signal response in the soil.

[39] The EMI patch responses to a 6 mm event on 24–25 July 2009 are presented in Figures 6f–6j. The smaller rain event results in smaller vertical infiltration (changes in ECa < 1 mS m⁻¹) with only a few localized pockets around the center patch and a run on zone of the far right patch as shown by Figure 7a. The rain event did not lead to significant redistribution of subsurface water as compared to the April storm. The lack of lateral redistribution of water is confirmed by the nonresponse of the S. volkensii and bare patch CS616 probes remaining near saturations of 0.20 (Figure 4). Vertical infiltration was still observed at the grass CS616 probe with a saturation increase to 0.55. The probe was located in a surface run on zone and had higher vertical infiltration than the compacted bare soil patch that was also located in this run on zone.

3.3. Numerical Model Results

[40] The results of the quasi 3-dimensional numerical model (vertically averaged soil layers) are summarized in Figure 8a. Figure 8b presents the mean and standard deviation of the redistribution process organized by run on and runoff zones and by distance from the patch margin (negative values into the patch). The objective of the idealized numerical simulations was to illustrate the horizontal redistribution of water from an initially perturbed saturation field. As a result of the large potential gradients, the reorganization of subsurface water from the initially perturbed saturation field is rapid with minimal effects occurring after day 6. The reorganization of water is evident in time by the shrinking error bars in Figure 8b; after day 6 only evapotranspiration is taking place. The mass balance of the 12-d simulation indicates that 96.6% of the water is lost to evapotranspiration and only 3.4% to vertical leakage into the lower soil zone, resulting in minimal changes in the average water content of this layer. By the end of the 12-d simulation, saturation conditions have nearly returned to the dry steady state condition at the residual saturation of 0.18.

[41] Nearly all of the horizontal and vertical redistribution of water takes place in the run on zones where saturations

Figure 5. Correlation between bulk electrical conductivity and 40 soil auger samples of (a) volumetric water content, (b) soil pH, (c) clay percentage, and (d) saturation extract electrical conductivity averaged over top 40 cm at the Nolkopin study site (0°31'54"N, 36°56'18"E). Also included in the figure is the CS616 soil moisture data from each probe (averaged over top 40 cm) recorded on the 10 EMI sample dates.
are above 0.50. Despite larger potential gradients at lower saturations, the hydraulic conductivity rapidly approaches zero at low saturations. In the run on zones, the water spreads vertically and horizontally with time, and patch margins in close enough proximity coalesce to form wider swaths of elevated saturation values. The daily run on lines in Figure 8b illustrate the spread of the water outward from the patch margins (5 and −5 m), where initial saturations of 0.25 increase to 0.35. In addition, the variance in this spreading is large with standard deviations outside the patch of 0.06 and 0.04 inside the patch. Comparatively, the runoff patch margins increase in saturation from 0.25 to 0.27 with standard deviations of 0.02. The differences in initial conditions between the run on and runoff zones leads to a “halo” of increased saturations around the run on patch margins in the topsoil layer. The impact of this “halo” of saturation may create a

Figure 6. Bulk electrical conductivity maps and *S. volkensii* patch boundaries collected on different sampling dates at the Nolkopin study site (0°31′54″N, 36°56′18″E). Black arrows indicate the surface flow directions, colored symbols indicate the spatial locations of the CS616 probes, blue boundaries are surface run on zones, and red boundaries are surface runoff zones. Figures 6a–6e illustrate EMI surveys for dry conditions and surveys following a 15 mm rain event on 6 April 2009. Figures 6f–6j illustrate EMI surveys for dry conditions and surveys following a 6 mm rain event on 24–25 July 2009.
local positive feedback mechanism impelling the expansion of *S. volkensii*, given its reproduction via below ground rhizomes, and will be discussed in the next section.

[42] In order to investigate the scale of the “halo” effect around *S. volkensii* patch margins, we conducted a simple numerical experiment exploring the redistribution of water due to different initial conditions and infiltration event sizes. A 2-dimensional Richard’s equation (vertically oriented as opposed to the horizontal orientation described in section 2.6) was used to quantify the horizontal and vertical flux of water out of an initially saturated 0.5 \( \times \) 0.5 m area in a 2 \( \times \) 2 m domain (0.0625 m square grid cells) with no-flow boundary conditions (Figure 9a). Here the 0.5 \( \times \) 0.5 m saturated area represented the preferential vertical infiltration around vegetation margins. The saturation depth profile was set to hydrostatic conditions (steady state), with varying saturations set at the lower 2 m boundary.

[43] Figure 9b presents the horizontal to vertical flux ratio over the parameter space, indicating that the ratio approaches 1 with decreasing initial saturation profiles. Physically, the effect of gravity becomes negligible as the potential gradients became large at lower saturation values, indicating that the flux is almost equally split between the horizontal and vertical directions. In addition, the length scale of the increased saturation is dependent on the initial conditions (Figure 9c). The horizontal effects are negligible for starting saturations of 1 and 0.6. However, the effects of the localized infiltration at a saturation of 0.25 are evident 3–4 times the length of the initially saturated area with redistribution occurring over several days. Volumetric water content measurements in the dry season indicated that conditions are near residual saturations for depths of 50 to 70 cm (Table 2). Estimates of drying fronts for sandy clay loam [Lehmann et al., 2008; Shokri et al., 2009] indicate depths of 21 to 56 cm by the end of stage 1 evaporation. Given the high variability of rainfall in this system (coefficient of variation for annual rainfall was 0.45 [Franz et al., 2010]), entire rainy seasons frequently produce very little or no rainfall. For example, Nolkopin did not receive substantial rainfall for an 18-month period between 2005 and July 2006. After this period of time, the effects of stage 2 evaporation [Lehmann et al., 2008] may produce dry soil moisture values in excess of 1 m, leading to initial conditions that would favor a significant amount of horizontal redistribution of subsurface water following localized vertical infiltration events.

4. Discussion

4.1. Evidence of Woody Vegetation Organization

[44] Geophysical imaging and data analysis from the Narok savanna study site revealed large subsurface features that were nearly undetectable from surface conditions. Using a simple geophysical model (equations (1)–(3) and Table 4), we constructed a spatial map of soil depths (Figure 3). The correlations between modeled soil depth, rock outcrop locations, and hand-auger sites provided corroboration that the simple model yielded reasonable results (Table 4). Noticeably, the two woody species had statistically significantly different mean soil depths, where *A. tortilis* preferred areas with deeper soil. Physiologically, *A. tortilis* has a deep tap root system and can use hydraulic lift to increase access to deeper water sources [Dharani, 2006; Ludwig et al., 2003]. Comparatively, *A. etbaica* has been shown to be a drought tolerant species [Gebrehiwot et al., 2005], which would have an advantage over *A. tortilis* on shallower soils where the number of soil moisture excursions and the length of excursions below the wilting point would lead to relatively higher stress values.
Figure 8. (a) A summary of the daily average saturations (the topsoil layer in the XY plane) from a quasi 3-dimensional numerical model using observed differences in initial saturations along patch boundaries from the April 2009 EMI data. (b) The changes of saturation (mean and ±1 SD) in time and around the patch perimeter (negative values are inside the patch) illustrate the affects of the localized vertical infiltration and horizontal redistribution of subsurface water. Note that the symbol locations along the x axis in Figure 8b were offset to clearly distinguish the different symbols.

[Rodriguez-Iturbe and Porporato, 2004]. Figure 3 suggests that the two tree species are clustered in two pockets around the different soil depth pools. Clustering of different tree species on the scale of tens to hundreds of meters is prevalent on hillslopes around the study area. The spatial organization of woody canopies occurs over a trees’ lifetime and over many generations, integrating the outcomes of reproduction, establishment, growth, and survival, which can all be influenced by local resource conditions [Scholes and Archer, 1997]. While the timescale of the processes makes experimental studies impractical, through basic vegetation mapping and geophysical imaging we inferred an environmental variable associated with woody vegetation organization in this ecosystem.

[45] Given the dry, hard compacted sandy clay loam soils, it was not possible to hand auger to soil depths greater than 50 cm at this site in order to fully ground truth the modeled soil depths. In addition, access to heavy machinery at this remote location is limited; leaving only labor-intensive hand-excavated soil pits. However, the correlation between rock outcrops, shallow auger samples, and the simple geophysical model are promising. More vertical soundings followed by soil excavation pits to the bedrock would help resolve more of the uncertainty in the geophysical models at the Narok site. In addition, a more rigorous hydrogeophysical inversion analysis [Auken et al., 2005; Christiansen et al., 2007; Siemon et al., 2009; Viezzoli et al., 2008] may provide higher quality data by avoiding the homogeneous
4.2. Mechanisms Controlling Herbaceous Layer Vegetation Dynamics

The response of herbaceous layer vegetation to precipitation inputs occurs on the timescale of days to weeks in dryland ecosystems [Scanlon et al., 2005]. The rapid response of grass has been shown to be an important resource-conserving buffer (i.e., water and sediment) of functioning savanna ecosystems [Scanlon et al., 2007]. If this buffer is removed by intensive grazing, the hydrology of the system is altered, leading to increased surface runoff and decreased infiltration [Kefi et al., 2007]. When combined with topography, the new rainfall-runoff-run on regime can lead to leaky landscapes [Ludwig et al., 2007] and opportunities for unpredictable system changes due to nonlinearities and feedbacks [Newman et al., 2006; Turnbull et al., 2008]. Using time-lapse geophysical differencing techniques at the Nolkopin site, we identified a positive feedback mechanism that may have led to the recent proliferation of the undesirable succulent S. volkensii in central Kenya.

An accepted positive feedback in dryland systems is that increased grazing intensity will lead to lower amounts of forage, which reduces water infiltration due to
the expansion of bare soil areas, which causes even greater loss of forage [Whisenant, 1999]. As with the heavily grazed Nolkopin site, our EMI observations (Figures 6 and 7) illustrated that more water infiltrated in vegetation patch run on versus runoff zones and inside patches versus outside patches. Furthermore, vegetation studies conducted around these patches, reported elsewhere, indicated S. volkensii was healthier and preferentially grew in run on versus runoff zones [King et al., 2010]. Together, the observed vegetation and soil moisture dynamics suggest that surface water flows are driving the feedbacks that generate patterns of landscape heterogeneity, as is typical of degraded dryland ecosystem functioning [Rieterkerk et al., 2002, 2004].

[48] When the two sets of EMI imagery and continuous soil moisture monitoring of nine distinct rain events over a 16 month period (Figure 4) are considered together, the data suggest three distinct infiltration regimes, which are related to the concept of preferred states in spatial soil moisture patterns. The original concept of preferred states in spatial soil moisture patterns was developed for catchment scales and used to explain local and nonlocal controls of horizontal and vertical redistribution of water [Grayson et al., 1997]. Here we expand on the preferred states of soil moisture to include a third state that is relevant for this patch–interpatch scale. Given the compacted nature of soils in this dryland ecosystem, Hortonian overland flow has been observed to begin with as little as 4–6 mm of rainfall on bare soil plots (Franz et al., submitted manuscript, 2011), leading to significant redistribution of surface water. The EMI observations and CS616 responses suggest three different infiltration regimes that control the horizontal and vertical redistribution of subsurface water. Small rainfall events (depth <5–10 mm, i.e., July 2009), result in some localized vertical infiltration in surface patch run on zones with minimal horizontal redistribution of subsurface water. Medium rainfall events (10< depth <20–30 mm, i.e., May 2008, April 2009, and June 2009), result in greater localized vertical infiltration that is preferentially distributed in run on zones, leading to significant horizontal redistribution of subsurface water. This localized vertical infiltration and subsequent horizontal redistribution of subsurface water results in a “halo” of increased saturations in the topsoil zone around patches (Figures 7a–7c and 8a). Large rainfall events (depth >30 mm, i.e., June 2008, September 2008, and October 2008), result in widespread vertical infiltration around patches due to large rainfall totals and substantial run on from upstream bare areas. Some horizontal redistribution of subsurface waters may occur as conditions dry out at different rates in different patch types.

[49] The horizontal redistribution of subsurface water in medium and large rainfall events may catalyze a positive feedback that promotes the expansion of S. volkensii patches. In the “halo” outside the patch margins, the surface of the soil tends to be bare, compacted, and sealed due to the loss of perennial grass cover, which inhibits grass establishment because their roots cannot penetrate the soil [King and Stanton, 2008]. The hard soil surface does not, however, inhibit S. volkensii reproduction. The plant spreads by strong, 2 cm thick rhizomes that bore through the compacted soil beyond patch margins, and would then have sole access to the below groundwater resource pool in the outer halo (E. G. King et al., Ecohydrological interactions in a degraded two-phase mosaic dryland: implications for regime shifts, resilience, and restoration, submitted to Ecohydrology, 2011). The proliferation of S. volkensii after rangeland degradation may therefore be due to the positive feedback generated as S. volkensii patches repeatedly induce the formation of a soil moisture “halo” beyond their margin after medium and large rain events, which they can then expand into and utilize. An analysis of historical daily rainfall patterns in the basin indicated that total annual rainfall has remained constant but the intensity and time between rainfall events are increasing with time [Franz et al., 2010], which will likely lead to an increased frequency in the medium infiltration regime and redistribution patterns. We note that our discussion is primarily focused on daily rainfall depth, but changes in the intensity of individual storm events may have similar consequences and we refer the reader to Franz et al. (submitted manuscript, 2011) for a discussion of storm intensity and impacts on this ecosystem. The time-lapse EMI study at Nolkopin and numerical modeling have yielded significant insights into the feedbacks between resource heterogeneity and vegetation organization. The role of positive feedbacks and rainfall dependency in promoting the spread of S. volkensii also have important implications for the future trajectory of ecosystem change and the options for managing land degradation.

5. Conclusions

[50] Understanding the complex patterns and processes occurring in natural ecosystems requires innovative technologies and experimental designs. However, the use of indirect methods, such as EMI, requires careful interpretation of the complex data. In order to address such issues, we used a suite of measurements, soil laboratory testing, geophysical models, and a numerical model to validate and understand the measurements. The EMI measurements were central to our multidisciplinary approach for linking geophysical, hydrological, and vegetation dynamics in each of the case studies (Figure 1). At Narok, it allowed us to identify resource conditions influencing the spatial clustering of woody vegetation, and at Nolkopin it was essential in elucidating the patterns and mechanisms of soil moisture redistribution, as well as feedbacks that may be responsible for the proliferation of S. volkensii. The nondestructive nature and the high degree of spatial and temporal resolution attainable for the sampling effort make EMI an increasingly valuable tool for integrative research on landscape function. Its future utility will grow as coupled hydrogeophysical inversion methods continue to be explored and refined.
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